MAT207 – Roback

Spring 2002


Computer Lab 3:

Assumptions in Independent Samples t-Tools

Homework #3 (due Wednesday, February 13)

Data Problem 3.32:  College Tuition
a) 
Load the data set ex0332.sav into SPSS.  Set up this data so that you can analyze it using methods for comparing two independent samples.  (Remember you need 1 row per experimental unit.)

b)
Obtain graphical descriptions of the original data (histograms and boxplots).  Present these (well-labeled) plots – no discussion is required at this point.  

c) 
Comment on what features of the plots in (b) may suggest violations of the assumptions for two-sample t-tools.  Why might a log transformation of the data be helpful?

d)
Use natural logs to transform the original data (use LN() in your Numeric Expression).  Assess the mathematical assumptions for our model behind two-sample t-tools (2 independent random samples, normal populations, same standard deviations) using the transformed data.  Discuss the validity of each assumption; show graphs or numerical summaries when appropriate.

e)
Do the data provide sufficient evidence to conclude that, on average, private college tuition exceeds public school out-of-state tuition?  Perform the appropriate hypothesis test using log transformed data – carefully define the parameter(s) of interest, state the null and alternative hypotheses (remembering that you have log-transformed data), report a P-value, and state your conclusion in the context of the problem.

f) 
Find a 95% confidence interval to express the difference between private and public tuitions.  Interpret this interval in the context of the problem.  Be careful—since the data were log transformed, you’ll first need to find a CI based on logged data, then convert back to the original scale (dollars).

g)
Show how you obtained the confidence interval in (f) – i.e. perform calculations by hand.  Note that the appropriate multiplier for a t-distribution with 38 df and 95% confidence is about 2.025 (from Table A.2).  Be sure to show how to derive the SE.

h) 
Why can’t we use log transformed data to obtain a CI for the mean difference between groups in the original scale (dollars)?  You might use Section 3.5.2 to help form your reasoning (although you should state things in your own words).

i)
Related to (h), show for each group that:  log(median(Y)) equals median(log(Y)), but  log(mean(Y)) does not equal mean(log(Y)).  Give answers to at least 2 decimal points, since the differences are not pronounced in this example.  If there were more skewness in the original data, then the differences would be much more apparent.

j) 
There seem to be 3 low outliers among the private colleges sampled – colleges with low tuition which seems even more extreme on the log-scale.  How would you handle these 3 points?  For example, you could throw them out and perform analyses without them, include them in all analyses using t-tools, include them in all analyses but use a non-parametric method, perform analyses with and without, etc.  Justify your answer.

k)
Can we use independent-samples t-tools to form a confidence interval to estimate how much out-of-state tuition exceeds in-state tuition on average at public schools?  Why or why not?

Data Problem 2.22:  Cholesterol in Urban and Rural Guatemalans

a) 
Return to this data which we analyzed in Lab 2, and determine whether or not the assumptions for independent-samples t-tools are satisfied.  Discuss the validity of each assumption; show graphs or numerical summaries when appropriate.  If you find a possible violation, suggest a potential remedy, although you need not redo your data analyses from Lab 2.

Conceptual Exercises

Ch. 3  #5, 6, 7, 11, 12, 14, 17.  Think about these questions, but do not hand in…
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